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Abstract—This paper deals with Bayesian estimation of two-dimensional (2-D) stratified structures from echosounding signals. This problem is of interest in seismic exploration, but also for non-destructive testing or medical imaging. The proposed approach consists of a multichannel Bayesian deconvolution method of the 2-D reflectivity based upon a theoretically sound prior stochastic model. The Markov–Bernoulli random field representation introduced in [1] is used to model the geometric properties of the reflectivity, and the emphasis is placed on representation of the amplitudes and on deconvolution algorithms. It is shown that the algorithmic structure and computational complexity of the proposed multichannel methods are similar to those of single-channel B-G deconvolution procedures, but that explicit modeling of the stratified structure results in significantly better performances. Simulation results and examples of real-data processing illustrate the performances and the practicality of the multichannel approach.

I. INTRODUCTION

This paper deals with deconvolution of two-dimensional (2-D) signals which represent the inner structure of layered media. This problem arises when the structure of an unknown propagation medium is estimated from acoustic measurements performed at its boundaries, and is a basic issue in many areas of applied physics such as geophysics, non-destructive testing, and ultrasonic medical imaging. Assume that the general orientation of the layers is horizontal, i.e., that most of them are only slightly bent from the horizontal direction. We also assume that incident acoustic waves are emitted from the upper boundary, and that the reflected waves are observed on the same boundary (see Fig. 1). Under reasonable assumptions, and after adequate preprocessing of the data, the observations constructed from the reflected waves can be considered as the noise-corrupted convolution product of two signals: the wavelet, and the reflectivity. The wavelet is a one-dimensional (1-D) vertical signal which represents the waveshape that scatters through the medium, and the reflectivity, defined as the vertical logarithmic derivative of the acoustic impedance, is a 2-D signal which characterizes the medium.

The object of multichannel deconvolution is to estimate the 2-D reflectivity from the observations and from the knowledge available on the wavelet and on the noise. Here, it is assumed that the wavelet and the probability distribution of the noise are perfectly known. Even under these simplifying assumptions, multichannel deconvolution presents serious difficulties for two major reasons:

1) Estimation of the reflectivity is an ill-posed inverse problem; this means that even an accurate input–output model of the physical process is not sufficient to provide a reliable estimate of the reflectivity. In order to obtain an acceptable behavior of the estimates, introduction of a priori information on the solution is necessary.

2) In most application domains mentioned earlier, and particularly for geophysical applications, very large amounts of data must be processed, which imposes that the estimation algorithms present a low numerical complexity. Clearly, proper choice of prior information is critical, as it should both capture the essential characteristics of the solution and yield numerically tractable estimation methods. Here, the major characteristic of the unknown medium is its stratified structure, to which we add the simplifying assumption that the layers are homogeneous in the vertical direction.

A common approach to the multichannel deconvolution problem consists of breaking it into independent vertical 1-D deconvolution problems. This is possible because the wavelet is a 1-D vertical signal. In the vertical direction, a 1-D reflectivity signal appears as a sparse spike train where each spike (i.e., reflector) corresponds to a boundary between two adjacent homogeneous layers. Several types of methods have been developed for deconvolution of such signals. In the early 1980’s, Mendel and his students introduced a Bayesian approach which proved very fruitful [2], [3]. It consists of performing the maximum a posteriori (MAP) estimation of the 1-D reflectivity which is modeled as a Bernoulli–Gaussian (B-G) random process [4], [5]. B-G processes can adequately represent sparse spike trains, and yield tractable estimation
procedures, thanks to their Gaussian component. In addition, B-G representations present a hierarchical structure: the geometry of the reflectivity, i.e., the location of the reflectors, is controlled by the Bernoulli part of the model, while amplitude of the reflectors is defined conditionally to their location.

In two dimensions, the reflectors, which are located along boundaries between layers, generally form smooth lines with a preferential orientation in the horizontal direction. Application of 1-D restoration methods to such 2-D signals is clearly suboptimal, as the essential information of continuity of the layers is not accounted for. Capturing such properties with a mathematical model presents important difficulties and to our knowledge, existing multichannel methods such as [6] or [7] strongly rely on empirical treatments. The goal of this paper is to propose a multichannel restoration method based upon a theoretically sound prior model of the 2-D reflectivity. This method retains the essential characteristics of single-channel B-G deconvolution. It is a Bayesian technique, and the 2-D statistical prior model comprises two parts organized in a hierarchical manner: the higher level of the model controls the geometry of the reflectivity and accounts for stratification, while the lower level represents the amplitude of the reflectors and is defined conditionally to the geometric component of the model. Here, the Markov-Bernoulli random field (MBRF) representation introduced in [1] is used to model the geometric properties of the reflectivity, and the emphasis is placed on representation of the amplitudes and on the corresponding restoration algorithms. Two amplitude models are proposed. The first one is an exact 2-D extension of the 1-D B-G representation, while the second one is more consistent with the physical properties of the underlying phenomena. For each prior model, a restoration algorithm which implements a suboptimal MAP estimator of the reflectivity is derived, and its general characteristics and performances are investigated. It is shown that the algorithmic structure and computational complexity of the multichannel methods are similar to those of 1-D B-G deconvolution procedures, but that explicit modeling of the stratified structure results in significantly better performances.

The paper is organized as follows: the modeling assumptions and problem statement are given in Section II. In Section III, background material on Markov random fields and MBRF’s is presented, and two forms of complete prior reflectivity models are proposed. The corresponding MAP restoration algorithms are presented in Section IV. In order to highlight the similarity between these algorithms and single-channel B-G deconvolution techniques, all restoration procedures are jointly derived from a unique algorithmic structure. In Section V, simulation results and examples of real-data processing illustrate the performances and the practicality of the multichannel approach. Concluding comments are given in Section VI.

II. PROBLEM FORMULATION

As stated in the introduction, it is assumed that the raw data have been adequately preprocessed so that the observations can be considered as the noise-corrupted convolution product of the wavelet and of the reflectivity. Therefore, one has

\[ z = h * r + n \]  

where \( z, h \) and \( r \) respectively denote the observed dataset, the wavelet, and the reflectivity. All data are assumed to be discrete; \( z \) and \( r \) are 2-D arrays \((a_{ij}) \) and \((r_{ij})\), \( 1 \leq i \leq I, 1 \leq j \leq J \), and wavelet \( h \) is 1-D vector \((h_i)\), \( 0 \leq i \leq p \), which is assumed to be invariant in both horizontal and vertical directions for the sake of simplicity. Additional noise \( n = (n_{ij}) \), \( 1 \leq i \leq I, 1 \leq j \leq J \) represents unmodeled physical phenomena (structural noise), imperfections of the measurement system (observation noise), and modeling errors. It is assumed that \( n \) is independent from \( r \), white, Gaussian, zero mean with variance equal to \( \sigma^2_n \). Here, only simple deconvolution is considered and consequently, \( h \) and \( \sigma^2_n \) are assumed to be known.

Since \( h \) is a 1-D vertical signal, 2-D convolution product of (1) can be separated into independent 1-D convolution products, and the input–output equation can be rewritten as

\[ \forall j \in [1, J], \quad z_j = h * r_j + n_j \]  

(2)

where \( z_j, r_j \) and \( n_j \) denote the \( j \)-th column of \( z, r \) and \( n \), respectively. Equation (2) can be put in the following matrix form:

\[ \forall j \in [1, J], \quad z_j = H r_j + n_j \]  

(3)

in which matrix \( H \) contains shifted samples of the wavelet.

The object of the deconvolution procedure is to estimate \( r \). Here, only MAP-type estimators are considered, and the solution \( \hat{r} \) is defined by

\[ \hat{r} \triangleq \arg \max_r P(r \mid Z = z). \]  

(4)

Throughout the rest of the paper, random variables and their realizations will be, respectively, denoted by corresponding upper and lowercase letters; in addition, the shorthand notation \( P(x | y) \) will be used for conditional probability \( P(X = x | Y = y) \) whenever unambiguous. Applying Bayes’ rule to (4) immediately yields

\[ \hat{r} = \arg \max_r P(z | r) P(r). \]  

(5)

A straightforward consequence of the statistics of the noise is that \( P(z | r) \) is white Gaussian, with mean value \( H r \) and variance \( \sigma^2_n \). Using (3), \( P(z | r) \) can be expressed as

\[ P(z | r) = \frac{1}{\sqrt{2\pi \sigma^2_n}} \exp \left\{ -\frac{1}{2\sigma^2_n} \sum_{j=1}^{J} (z_j - H r_j)'(z_j - H r_j) \right\} \]  

(6)

where the prime sign denotes the transpose operator. Equation (6) can be further factored as

\[ P(z | r) = \prod_{j=1}^{J} \frac{1}{\sqrt{2\pi \sigma^2_n}} \exp \left\{ -\frac{1}{2\sigma^2_n} (z_j - H r_j)'(z_j - H r_j) \right\} \]  

(7a)

\[ = \prod_{j=1}^{J} P(z_j | r_j). \]  

(7b)
If the prior density of the 2-D reflectivity can also be factored as

$$P(r) = \prod_{j=1}^{J} P(r_j)$$  \hspace{1cm} \text{(8)}$$

then it is clear that the optimization problem defined by (5) can be separated into $J$ independent 1-D maximization problems which each correspond to MAP restoration of a vertical reflectivity sequence. The assumption that $P(r)$ can be factored according to (8) is implicit when 1-D Bayesian methods, such as B-G deconvolution, are used for restoration of 2-D reflectivity sections. However, (8) indicates that vertical reflectivity signals $r_j$ are statistically independent from each other, and that no account is taken of the strong lateral organization of the stratified propagation medium. In order to correct for this deficiency, we now propose prior probability distributions of the reflectivity which explicitly model its layered structure.

III. PRIOR MODELS OF THE REFLECTIVITY

In recent years, Markov random fields (MRF’s) have emerged as a powerful tool for accounting for local interactions and inhomogeneities with a statistical model. Since the notions of continuity of the layers and of lateral correlation between reflectivity columns which characterize stratified media are essentially local, MRF’s appear as a particularly suitable class of models for specifying our priors. Some background material on MRF’s is presented hereafter.

A. Markov Random Fields

Consider a stochastic process $X = \{X_n, 1 \leq n \leq N\}$ defined on a lattice $\Lambda = \{s_n, 1 \leq n \leq N\}$. Each element $s_n$ of the lattice, or site, is in one-to-one correspondence with elementary variable $X_n$, and the ordering of the sites is arbitrary. The Markov property expresses the fact that the conditional distribution of any elementary variable $X_n$ only depends upon a—preferably small—set of neighbors of $s_n$. In order to formalize this property, define a system $\mathcal{N} \triangleq \{N_n, 1 \leq n \leq N\}$, where $N_n$ is any subset of $\Lambda$. $\mathcal{N}$ is a neighborhood system if the following two conditions hold:

- $\forall n, s_n \in N_n$;
- $\forall m, s_n \in N_m \iff s_m \in N_n$.

$X$ is a MRF with respect to the neighborhood system $\mathcal{N}$ if and only if, for any site $s_n$ and for any joint realization $\mathbf{z} = (x_1, \ldots, x_N)$,

$$P(x_n|x_1, \ldots, x_{n-1}, x_{n+1}, \ldots, x_N) = P(x_n|x_m, s_m \in N_n).$$  \hspace{1cm} \text{(9)}$$

Any set of sites which either consists of a single site or in which every pair of distinct sites are neighbors is called a clique.

MRF’s as defined above represent the most general class of Markov processes on finite lattices. Several subclasses with specific properties have been introduced in the past two decades. For an exhaustive overview, see [8].

Property (9) provides an easy way of checking whether a random process is a MRF and, if it is, to determine its neighborhood system. On the other hand, specification of a neighborhood system and of local conditional probability measures $P(x_n|x_m, s_m \in N_n)$ generally does not yield a consistent joint probability measure $P(\mathbf{z})$. In order to ensure the validity of the statistical model, two approaches may be employed. The first one is based upon the equivalence between MRF’s and Gibbs random fields. Since Gibbs distributions can be explicitly expressed using local functionals (namely, Gibbs potentials), the Markov–Gibbs equivalence provides a general way of specifying local conditional probability measures which are consistent with a valid MRF structure. This approach has been widely employed, particularly for image processing and computer vision applications. However, it presents two limitations: 1) the Markov–Gibbs equivalence holds only if $P(\mathbf{z})$ never vanishes, or, in other words, if MRF $X$ does not present any forbidden configuration; 2) the corresponding estimation methods are generally computationally intensive (e.g., simulated annealing [9] or GNC [10]), which is a severe disadvantage in the application domains which are in the scope of this study.

The second approach for specifying a valid statistical model consists of repeatedly applying Bayes’ rule so as to factor the joint probability measure of $X$ as

$$P(\mathbf{z}) = P(x_1) \prod_{n=2}^{N} P(x_n|x_1, \ldots, x_{n-1})$$  \hspace{1cm} \text{(10)}$$

and of assuming that each conditional probability $P(x_n|x_1, \ldots, x_{n-1})$ only depends upon a small subset $P_n$ of predecessors of current site $x_n$. Then it is straightforward to show that $X$ is a valid MRF whose set of maximal cliques is $\{P_n \cup \{s_n\}, 1 \leq n \leq N\}$ (maximal cliques are those which are not subsets of any larger ones). Such MRF’s are referred to as unilateral MRF’s (UMRF’s). One of the drawbacks of UMRF’s is that the ordering of the sites required by the unilateral characterization (10) is arbitrary and may introduce privileged directions which are not related to any physical property of the system under study. On the other hand, by construction, probability distributions of UMRFs can always be expressed as

$$P(\mathbf{z}) = P(x_1) \prod_{n=2}^{N} P(x_n|x_m, s_m \in P_n)$$  \hspace{1cm} \text{(11)}$$

and this factored form is particularly suitable for recursive data processing. UMRF’s present several other interesting features. For more details see, e.g., [1], [11], and [12].

As mentioned earlier, it is always desirable that a prior model be as simple as possible while adequately capturing the essential characteristics of the system under study. For MRF’s, this simplicity requirement applies to the structure of the neighborhood system and to the parameterization of the joint probability distribution. For layered media characterization, an important step toward simplicity can be made by structuring the model in a hierarchical manner. This can be achieved by explicitly introducing an auxiliary random field $G$ which represents the geometric characteristics of the medium (i.e., the
location of the layers or of their boundaries), and by defining
the probability distribution of reflectivity \( R \) conditionally to \( G \). Specifying the priors is now equivalent to defining
\( P(G = \eta, R = r) \) which is factored as
\[
P(\eta, r) = P(\eta)P(\eta | r).
\] (12)

As noted in the introduction, such a hierarchical structure is
present in the Bernoulli–Gaussian model used for 1-D decon-
volution. In addition, \( G \) plays a role similar to that of hidden
variables in speech recognition [13] and of line processes in
Markov modeling of images [9]. Such stochastic models have
proved very effective in accounting for discontinuities (such
as, here, the layer boundaries) and in reducing the size of the
neighborhood sets. Here, a Markov–Bernoulli random field
(MBRF) representation is used to describe the statistical
properties of the geometric properties of the complete prior
model. MBRF’s belong to the class of UMRF’s and were specifically
designed to model the geometry of stratified structures. Unlike
other UMRF’s, the enumeration of the sites of MBRF’s is
chosen in accordance with the general orientation of the layers,
and does not introduce any artificial privileged direction.
Before proceeding with the derivation of the complete prior
model, we give a more precise definition of MBRF’s and
highlight their main features.

B. Markov–Bernoulli Random Fields

In this subsection, most results are stated without proof.
For the complete derivation of MBRF’s and investigation of
their properties, the reader is referred to [1]. MBRF models
comprise two kinds of binary variables: location variables and
transition variables. The role of location variables \( Q = \{ q_{ij} \} \),
which are sampled on a rectangular lattice \( \Lambda \), is to indicate
the position of the layer boundaries. Location variables are set
to one if the corresponding site belongs to a boundary, and
to zero otherwise, as shown in Fig. 2. The role of transition
variables \( T \) is to indicate explicitly whether adjacent location
variables belong to the same layer boundary or not. They
are set to one in the first case and to zero otherwise. Since
the general orientation of the layers is horizontal, transition
sites are defined only between every pair of diagonally and
horizontally adjacent location sites, according to the scheme
represented in Fig. 3.

Let \( \Lambda' \), \( \Lambda^- \), and \( \Lambda^\perp \) denote the sets of diagonally ascending,
horizontal and diagonally descending transition sites, and let
\( \Lambda' = \{ t_{ij} \} \), \( \Lambda^- = \{ t_{ij} \} \) and \( \Lambda^\perp = \{ t_{ij} \} \) denote
the corresponding transition variables. The probability distribution
of the complete geometric model \( G \triangleq \{ T, Q \} \) defined on
nonrectangular lattice \( \Lambda \triangleq \Lambda' \cup \Lambda^- \cup \Lambda^\perp \) is given by
\[
P(t, q) \triangleq \prod_{i,j=1}^{l} \prod_{i,j=1}^{l} \tau(t_{ij}, t_{ij}, t_{ij}, t_{ij} | q_{ij})
\] \[ \times \tau(q_{ij}, t_{ij}, t_{ij}, t_{ij} | t_{ij}, t_{ij}, t_{ij}, t_{ij}) \] \] (13)

where \( \tau \) is an invariant probability measure defined on the
basic cells depicted in Fig. 4. Note that in the above equation,
boundary effects have been neglected. For the sake of clarity,
the same approximation is made throughout the rest of the
paper, but rigorous expressions corresponding to a free
boundary assumption can be found in [1].

From (13), it can be shown that \( \{ T, Q \} \) is a valid UMRF
with a simple neighborhood structure, and that its maximal
cliques correspond to the basic cells shown in Fig. 4. \{ T, Q \}
can also be considered as a first-order vector Markov chain,
since (13) can be rewritten as
\[
P(t, q) = \prod_{j=1}^{l} P(t_{i} | q_{i}) P(q_{i} | t_{i})
\] (14)

where each probability in the RHS of (14) is defined as
\[
P(q_{i}) = \prod_{i=1}^{l} \tau(q_{i}) \] \] (15a)
\[
P(t_{i} | q_{i}) = \prod_{i=1}^{l} \tau(t_{ij}, i_{ij}, t_{ij}, t_{ij} | q_{ij}) \] \] (15b)
\[
P(q_{i} | t_{i}) = \prod_{i=1}^{l} \tau(q_{i}, t_{i}, t_{ij}, t_{ij}, t_{ij} | t_{ij}, t_{ij}, t_{ij}, t_{ij}) \] \] (15c)

However, in order to obtain an adequate geometric prior
model [1], probability measure \( \tau \) must fulfill the following
separability property:

$$\tau(t^l, t^r, t^\ell) = \tau(t^l)\tau(t^r)\tau(t^\ell).$$

(16)

Under this condition, each column of $Q_j$, $T_j$, and $T_j'$ is white and Bernoulli distributed marginally from the rest of the field. The respective characteristic parameters of the Bernoulli distributions are given by

$$\lambda = \tau(q = 1) \quad (17a)$$

$$\mu^l = \tau(t^l = 1)$$

$$\mu^r = \tau(t^r = 1)$$

$$\mu^\ell = \tau(t^\ell = 1). \quad (17b)$$

The marginal Bernoulli distribution of columns $Q_j$ indicates that MBRF's are consistent with the Bernoulli distribution of reflector locations which is assumed in 1-D B-G deconvolution methods.

If (16) holds, the joint probability of $(T, Q)$ is left invariant by simultaneous reversion of horizontal and vertical indices. In addition, if $\tau$ presents a horizontal symmetry, i.e.,

$$\tau(q, t^l, t^r, t^\ell) = \tau(q, t^\ell, t^r, t^l) \quad (18)$$

then $P(t, q)$ is left unchanged by independent reversion of horizontal or vertical indices. From a practical standpoint, such symmetry properties are desirable, since the direction in which the sites are indexed is not connected to any physical property and therefore should not affect the prior model. In order to fully define $\tau$, it is sufficient to impose that

$$\tau(t^l = 0, t^r = 0, t^\ell = 0 | q = 0) = 1$$

$$\tau(q = 1 | t^l = 0, t^r = 0, t^\ell = 0) = \varepsilon. \quad (19)$$

Equation (19) simply indicates that isolated transition variables cannot be set to one, and this is consistent with their definition. Equation (20) authorizes some discontinuities (corresponding to geological faults or inclusions, for example) along layer boundaries. Through an appropriate application of Bayes' rule, it is possible to deduce all values of $\tau(q, t^l, t^r, t^\ell)$ from (17b), (19), and (20). Therefore, the set of parameters $\{\mu^l, \mu^r, \mu^\ell, \varepsilon\}$ fully describes the family of MBRF's. These four parameters take their values between zero and one, and each of them can be given a physical interpretation: $\mu^l, \mu^r$, and $\mu^\ell$ are the probabilities of occurrence of upward, horizontal, and downward transitions, while $\varepsilon$ represents the probability of occurrence of discontinuities along layer boundaries. Characteristic parameter $\lambda$ introduced in (17a) is related to $\{\mu^l, \mu^r, \mu^\ell, \varepsilon\}$ by the following relationship:

$$\lambda = 1 - (1 - \mu^l)(1 - \mu^r)(1 - \mu^\ell)(1 - \varepsilon). \quad (21)$$

It should be stressed that MBRF's $\{T, Q\}$ also present a hierarchical structure, and that transition variables play the role of hidden variables or line processes. These transition variables are crucial in the derivation of a tractable model, as they express the relationship between adjacent columns of location variables using local interactions. The hierarchy between $T$ and $Q$ is underlined by the fact that marginally from $Q$, $T$ remains a MURF with local neighborhood system, whereas the converse is not true: marginally from $T$, $Q$ is not a MRF with local neighborhood sets [1].

C. Amplitude Field $R$

We now turn to the derivation of the complete reflectivity model $(T, Q, R)$ which of course should retain the attractive features of MBRF's, such as their UMRF structure or the locality of the interactions. At this point, it is useful to specify the prior distribution of the amplitude of the reflectors independently from one another. Here, it is assumed that this distribution is Gaussian. The validity of this hypothesis has been severely questioned, especially in the field of geophysics [14]. However, it is retained in this study because it considerably simplifies the derivation of the complete prior model and of the corresponding restoration algorithms.

Another open question concerns the independence of the reflector amplitudes in the vertical direction. The validity of such an assumption for different types of applications will not be discussed here, but two models will be proposed. The first one is based upon the assumption of independence of the reflector amplitudes in the vertical direction, and constitutes a true 2-D extension of the 1-D B-G model. In the second model, correlation is introduced in the vertical direction on the basis of simple physical considerations.

1) White Gaussian Reflectivity Sequences (M-B-G I): We start by precisely defining the amplitude distribution of the reflectors independently from one another. Since no distinction is made a priori between reflectors, there is no reason for assuming any heterogeneous distribution of the amplitudes, and we assume that the following condition is in force:

Homogeneity condition: Marginally from the rest of the field, the amplitude of each reflector is sampled from a unique probability distribution.

Since it was assumed that the reflector amplitudes are normally distributed, the marginal probability density function of the amplitudes of the reflectors is Gaussian with zero mean and variance equal to $\sigma^2$.

We now proceed with the explicit specification of conditional model $P(r_j|t, q)$ which together with MBRF $P(t, q)$ constitutes the complete prior model. Clearly, $P(r_j|t, q)$ should preserve the UMRF and vector Markov chain structures of $P(t, q)$ and also introduce proper interactions between reflectors located on the same layer boundary. We first extend the first-order vector Markov chain structure (14) of $(T, Q)$ to the conditional distribution $P(r_j|t, q)$ as follows

$$P(r_j|t, q) = P(r_j|q_j) \prod_{j=2}^{J} P(r_j|q_j, t_{j-1}, r_{j-1}). \quad (22)$$

Since reflectivity values $r_{ij}$ are assumed to be correlated only with reflectors located on the same boundary, we naturally factor the conditional probabilities in the RHS of (22) according to

$$P(r_j|q_j, t_{j-1}, r_{j-1}) = \prod_{i=1}^{J} P(r_j|q_j, t_{j-1}, r_{j-1}). \quad (23)$$

Now it only remains to specify the scalar conditional probability functions in the RHS of (23). Such functions must be defined in order to introduce proper correlation between $r_{ij}$ and reflectivity values in the previous column. More precisely,
the proper form of correlation depends on the local geometry of the layers, which is fully described by elements of the binary vectors \( t_{-1} \) and \( q_{-1} \). In order to clarify this point, we first give the following definition:

**Definition:** If transition variable \( t'_{i+j,1-i} \) (respectively, \( t'_{i,j-1} \)) is set to one, then reflector \( r_{ij} \) is referred to as a successor of \( r_{i+j-1} \) (respectively, \( r_{i,j-1} \)): symmetrically, the latter is referred to as a predecessor of \( r_{ij} \).

Then, depending on the existence and uniqueness of successors and predecessors, the elementary conditional probabilities in the RHS of (23) can be easily separated into four categories (C1)-(C4):

(C1) If \( q_{ij} = 0 \), then \( r_{ij} = 0 \): there is no reflector at position \((i,j)\).

(C2) If \( q_{ij} = 1 \) and if \( r_{ij} \) is the unique successor of a unique predecessor \( r_{i+d_i,j-1} \), then \( r_{ij} \) is sampled from a first-order AR process, conditionally to \( r_{i+d_i,j-1} \):

\[
r_{ij} = a r_{i+d_i,j-1} + n_r, \quad (24)
\]

where \( a \in [0, 1] \) controls the degree of correlation between amplitudes of reflectors along the same boundary. \( n_r \) follows a Gaussian distribution with zero mean and variance equal to \((1-a^2) \sigma^2\), so as to fulfill the homogeneity condition and ensure that the variance of the AR process defined by (24) is equal to \( \sigma^2 \). This case corresponds to interactions along a single layer boundary.

(C3) If \( q_{ij} = 1 \) and if \( r_{ij} \) has no predecessor, then \( r_{ij} \) is sampled from the basic Gaussian distribution \( \mathcal{N}(0, \sigma^2) \). This happens in three cases: i) for the reflectors of the first column \( r_{1,j} \); ii) if a reflector appears within \( \Lambda^e \) with probability \( \varepsilon \), according to (20); iii) at horizontal and vertical boundaries of \( \Lambda^e \), because of the free boundary assumption.

(C4) If \( q_{ij} = 1 \) and if \( r_{ij} \) has more than one predecessor, or symmetrically when \( r_{ij} \) is not a unique successor, then \( r_{ij} \) is sampled from the basic Gaussian distribution \( \mathcal{N}(0, \sigma^2) \). This configuration corresponds to the most difficult cases, and it would seem natural to correlate \( r_{ij} \) with its predecessors. However, the relevant form of correlation is difficult to determine. For instance, one might think of a mere linear combination of the values of the predecessors. Unfortunately such a choice does not guarantee the whiteness of reflectivity columns, and not even the fulfillment of the homogeneity condition. On the other hand, nonlinear combinations are incompatible with the assumed homogeneous Gaussianity. In fact, we have found that the proposed choice is the only consistent one.

It should be stressed that \( P(r_{ij}|q_{ij}, t_{j-1}, r_{j-1}) \) does not depend on complete vectors \( t_{j-1}, q_j \) and \( r_{j-1} \), but only on a small number of their elements. It is easy to check that

\[
P(r_{ij}|q_{ij}, t_{j-1}, r_{j-1}) = P(r_{ij}|q_{ij}, t'_{i,j-1}, t'_{i,j-1}, r'_{i,j-1}, r'_{i,j-1}, r'_{i+1,j-1}, r'_{i+1,j-1}, r'_{i+1,j-1}, r'_{i+1,j-1}).
\]

Since the conditional probabilities in the RHS of (22) are Gaussian, they are fully characterized by their first two moments. We now give the expressions of the corresponding mean vectors \( \mathbf{m}_j \) and covariance matrices \( \mathbf{M}_j \) which will be used in the derivation of the deconvolution algorithms. Define

\[
\mathbf{m}_j = \begin{cases} \mathbf{E} \{ \mathbf{R}_i | q_i \} & \text{if } j = 1 \\ \mathbf{E} \{ \mathbf{R}_i | q_i, t_{j-1}, r_{j-1} \} & \text{for any } j > 1 \end{cases}
\]

\[
\mathbf{M}_j = \begin{cases} \mathbf{E} \{ \mathbf{R}_i \mathbf{R}_i^\top | q_i \} - \mathbf{m}_i \mathbf{m}_i^\top & \text{if } j = 1 \\ \mathbf{E} \{ \mathbf{R}_i \mathbf{R}_i^\top | q_i, t_{j-1}, r_{j-1} \} - \mathbf{m}_j \mathbf{m}_j^\top & \text{for any } j > 1 \end{cases}
\]

Then, in the four cases defined above, we obtain the following expressions of these quantities:

\[
\begin{align*}
\text{(C1)}: & \quad m_{ij} = 0, & M_{ij}^l = 0 \\
\text{(C2)}: & \quad m_{ij} = a r_{i+d_i,j-1}, & M_{ij}^l = (1 - a^2) \sigma^2 \\
\text{(C3)\&(C4)}: & \quad m_{ij} = 0, & M_{ij}^l = \sigma^2
\end{align*}
\]

and \( \mathbf{M}_j \) is a diagonal matrix (this is obvious from the conditional statistical independence stated in (23)).

By recursion along the columns, it is immediate to check that the above definition of the conditional probability guarantees that the homogeneity property holds and that the reflectivity columns are white. In addition, since each column \( \mathbf{Q}_j \) is Bernoulli distributed, it follows that each reflectivity column \( \{Q_j, \mathbf{R}_j\} \) is a B-G process, with characteristic parameters \((\lambda, \sigma^2)\). The complete model \( \mathbf{X} = (\mathbf{T}, \mathbf{Q}, \mathbf{R}) \) will be referred to as M-B-G-I. Remarkably enough, it can easily be checked that the B-G model is a special case of the M-B-G-I representation, in which lateral correlation is canceled by choosing an underlying MBFR with parameters

\[
\lambda' = \mu = \mu' = 0 \Rightarrow \lambda = \varepsilon.
\]

2) **White Gaussian Log-Impedance Sequences (M-B-G II):** Model M-B-G-I provides a true 2-D extension of the 1-D B-G representation. However, it is difficult to give a physical interpretation to the choice of amplitude distribution in the case of multiple junctions, i.e., to condition (C4). In order to correct for this deficiency, we introduce a new kind of amplitude variables \( Y_{ij} \) which are related to reflectivity variables \( R_{ij} \) by first-order differentiation in the vertical direction:

\[
R_{ij} = \frac{1}{2} (Y_{ij} - Y_{i-1,j}).
\]

Note that variables \( Y_{ij} \) must be defined even for \( i = 0 \) to ensure that (30) holds for every \( R_{ij} \) on \( \Lambda^e \). Equation (30) can be rewritten in matrix form as

\[
\mathbf{R}_j = \frac{1}{2} \mathbf{D} \mathbf{Y}_j,
\]

where

\[
\mathbf{D} \triangleq \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \cdots \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & 0 & -1 \\ 0 & \cdots & 0 & 1 & \end{bmatrix}
\]

and \( \mathbf{Y}_j \triangleq (Y_{ij}), 0 \leq i \leq I. \)

Variables \( Y_{ij} \) have an appealing physical interpretation: it is shown in [15] that the relationship between reflector
amplitudes $R_{ij}$ and acoustic impedance values $I_{ij}$ can be reliably approximated as:

$$R_{ij} \approx \frac{1}{2} \ln \left( \frac{I_{ij}}{I_{i-1,j}} \right)$$

(32)

when reflectivity values are small with respect to one. Comparison of (30) and (32) shows that variables $Y_{ij}$ are approximately equal to the logarithm of acoustic impedance, to within an arbitrary additive constant. Therefore, $Y$ will be referred to as the field of log-impedance. Obviously, sparse reflectivity columns $R_j$ correspond to log-impedance columns $Y_j$ that are constant within layers (see Fig. 5). This characteristic, which is called blockyness in [15], has been accounted for by several authors in the form of Markov [15] or semi-Markov [16] chains. These models generally assume that the values of the acoustic impedance of different layers are independent. The same assumption is made in this subsection.

In order to derive the second model, referred to as M-B-G II, local interactions are defined using impedance (or log-impedance) variables, which have a physical meaning. The reflectivity model is deduced afterwards from (30). The following set of assumptions is used:

(A1) The first-order vector Markov chain structure (14) of geometric model $(T, Q)$ extends to the whole field $(T, Q, Y)$ as follows:

$$P(y_{i,j} | q_{i,j}) = P(y_{i,j} | q_{i,j}) \prod_{j=2}^{J} P(y_{i-1,j} | q_{i-1,j}, y_{i,j-1}, y_{i-1,j-1}).$$

(33)

(A2) If a layer is created at column $j$, its log-impedance value is sampled from a Gaussian distribution with arbitrary mean (zero for sake of simplicity) and variance $2 \sigma^2$. This happens in five cases, graphically represented in Fig. 6: i) in the first column $Y_1$; ii) at horizontal and vertical boundaries of $\Lambda^*$, because of the free boundary assumption; iii) when new layers appear due to layer boundary splitting; iv) when a new boundary is created with probability $\epsilon$ (the upper and lower new layers are assigned independent log-impedance values); v) symmetrically, when a boundary vanishes.

(A3) If a layer of column $j$ already exists in column $j-1$, the associated log-impedance value $y$ is sampled from a first-order AR process, conditionally to the previous value $y_p$:

$$y = a y_p + n_y$$

(34)

where $n_y$ follows a Gaussian distribution with zero mean and variance equal to $(1-\alpha^2)2\sigma^2$, and where $\alpha \in [0, 1]$ controls the degree of correlation between log-impedance values across the same layer. It may seem simpler to impose $a = 1$, i.e., $y = y_p$, so that log-impedance is rigorously constant within layers. But it is preferable to introduce some degree of variability from one column to the next, so as to account for possible slow changes across the reflectivity section, and in order to prevent instabilities of the estimation procedures induced by modeling errors.

Note that (A2) and (A3) yield an implicit specification of the conditional probabilities in the RHS of (33); explicit specification of these conditional probabilities would have been much more difficult. Given such specifications, it is straightforward to check that the following two properties hold:

(P1) In each column $Y_j$, the log-impedance is constant within each layer and independently distributed among different layers.

(P2) The marginal distribution of log-impedance values is Gaussian with zero mean and variance $2\sigma^2$. The marginal distribution of the reflector amplitudes is also Gaussian with zero mean, and their variance is still $\sigma^2$. However, within a column, the reflector amplitudes are no longer independent. The amplitudes of adjacent reflectors are correlated, and the correlation coefficient is equal to $-\sigma^2/2$. More precisely, the covariance matrix $P_j = (P_{ij})$ of reflectivity column $R_j$, given the location column $Q_j = q_j$ and marginally from the rest of the field is defined by:

$$q_{i,j} = 1 \Rightarrow P_{i,j} = \sigma^2,$$

$$\forall i, k, k > i, \{q_{i,j}, \ldots, q_{i,k}\} \Rightarrow P_{i,k} = P_{i,i} = -\sigma^2/2,$$

all other entries of $P_j$ are equal to zero.
which gives matrix $P_j$ the following structure:
\[
q_j = \begin{bmatrix}
0 \\
1 \\
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \Rightarrow P_j
\]
\[
\sigma^2 = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & -1/2 \\
0 & 0 & \cdots & 0 & 0 & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \vdots \\
-1/2 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & \cdots & 0 & 0 & \vdots \\
-1/2 & 0 & \cdots & 0 & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots
\end{bmatrix}
\]

Finally, it is useful to determine whether the Markov chain structure imposed on $(T, Q, Y)$ implies that $(T, Q, R)$ is also a Markov chain, i.e., whether (33) implies (22). Rigorously, this implication does not hold because linear equation (31) cannot be inverted exactly: $y_j$ can be deduced from a reflectivity column $r_j$ only to within an arbitrary additive constant. However, as we assume that the log-impedance is zero mean, we can always choose the constant so that the mean value of $y_j$ is zero. As a consequence, we shall consider that (22) is also fulfilled for the M-B-G II model. Mathematically, this corresponds to the following approximation:
\[
P(r_j | q_j, l_{j-1}, r_{j-1}) \approx P(r_j | q_j, l_{j-1}, \hat{y}_{j-1})
\]

where $\hat{y}_{j-1}$ is the most probable log-impedance sequence compatible with reflectivity sequence $r_{j-1}$. Log-impedance $\hat{y}_{j-1}$ can be obtained by inversion of the following linear system:
\[
\begin{cases}
Dq_{j-1} = 2r_{j-1} \\
\hat{y}_{j-1} = \frac{1}{q_{j-1}}
\end{cases}
\]

The first equation expresses the relationship between $\hat{y}_{j-1}$ and $r_{j-1}$ (see (30) and (31)); the second equation imposes that the mean-value of log-impedance $\hat{y}_{j-1}$ be zero. Inversion of (38) can be trivially computed in two steps:

1) \( \hat{y}_{0j-1} = 0 \) and $\hat{y}_{ij-1} = \hat{y}_{i-1j-1} + 2r_{ij-1}$, for any $i > 1$

2) For any $i$, $\hat{y}_{ij-1} = \frac{\hat{y}_{i-1j-1}}{q_{j-1} - \hat{y}_{j-1}}$.

As for the M-B-G I model, we now compute the mean values and covariance matrices which characterize the Gaussian conditional probabilities in the RHS of (22) and (33). We first define the conditional mean-value vector $s_j$ and covariance matrix $S_j$ of $Y_j$ as
\[
s_j = (s_{ij}) = \begin{cases}
E\{Y_j | q_i\} & \text{if } j = 1 \\
E\{Y_j | q_i, l_{j-1}, y_{j-1}\} & \text{for any } j > 1
\end{cases}
\]

\[
S_j = (S_{ijk}) = \begin{cases}
E\{Y_j, Y_j' | q_i\} - s_is_i' & \text{if } j = 1 \\
E\{Y_j, Y_j' | q_i, l_{j-1}, y_{j-1}\} - s_is_i' & \text{for any } j > 1
\end{cases}
\]

Then, using assumptions (A2) and (A3), we easily obtain

Case (A2): $s_{ij} = 0$, $S_{ij} = 2\sigma^2$

Case (A3): $s_{ij} = ay_i$, $S_{ij} = (1 - a^2)2\sigma^2$

$s_j$ is a piecewise-constant vector whose constant sections correspond to the position of each layer. $S_j$ is a block-diagonal matrix whose constant diagonal blocks take their values according to (42) and are in correspondence with the constant sections of $s_j$. For instance, (37) gives the following structure for $s_j$ and $S_j$:
\[
s_j = a \begin{bmatrix}
y_{j1} \\
y_{j2} \\
y_{j3} \\
\vdots
\end{bmatrix}, S_j = 2\sigma^2
\]

\[
\begin{bmatrix}
1 - a^2 & 1 - a^2 \\
1 - a^2 & 1 - a^2 \\
1 - a^2 & 1 - a^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots
\end{bmatrix}
\]

Then $m_j$ and $M_j$ (defined in (26) and (27)) are deduced from $s_j$ and $S_j$ using (31) and take the following form:
\[
m_j = \frac{1}{2}D s_j
\]
\[
M_j = \frac{1}{4}D S_j D'.
\]

IV. MULTICHANNEL M-B-G DECONVOLUTION

In the previous section, a new class of 2-D statistical representations of layered reflectivity sections has been introduced. More precisely, two models have been proposed. The M-B-G I representation can be thought of as the most natural extension of 1-D B-G models, while the M-B-G II representation has more physical consistency. In this section, we address the problem of deconvolution of reflectivity sections modeled as M-B-G fields. The Bayesian framework defined in Section II is
used, and efficient algorithms are derived for the computation of MAP estimates of the reflectivity. Whenever possible, the algorithms are given in a unique formulation which is valid for both M-B-G I and M-B-G II priors, and extends previous results relevant to 1-D B-G deconvolution [17].

A. MAP Estimation

1) Exact Expression of the MAP Criterion: Let \( J(\mathbf{z}) \triangleq P(\mathbf{z} | \mathbf{x}) \) denote the a posteriori likelihood of a realization of a M-B-G field \( \mathbf{z} = (T, Q, R) \) given the observed data \( \mathbf{x} \). Using Bayes' rule, one obtains

\[
J(\mathbf{z}) \propto P(\mathbf{z} | \mathbf{x}) P(\mathbf{x}) \Rightarrow J(\mathbf{z}) \propto P(\mathbf{x} | \mathbf{z}) P(\mathbf{z}) \tag{45}
\]

since \( P(\mathbf{x} | \mathbf{z}) \) and \( P(\mathbf{x}) \) are identical, as indicated by (1). This again reflects the fact that the geometric part \((T, Q)\) of M-B-G models is a hidden variable of the estimation problem. Using (14) and (22), prior probability \( P(\mathbf{z}) \) can be factored as

\[
P(\mathbf{z}) = P(\mathbf{r}_1 | Q_1) P(\mathbf{q}_1) \prod_{j=2}^{J} P(\mathbf{r}_j | \mathbf{q}_j, \mathbf{r}_{j-1}) \times P(\mathbf{q}_j | \mathbf{r}_{j-1}) P(\mathbf{t}_j, \mathbf{q}_{j-1})
\]

\[
= P(\mathbf{q}_1, \mathbf{r}_1) \prod_{j=2}^{J} P(\mathbf{r}_j | \mathbf{q}_j, \mathbf{r}_{j-1}) P(\mathbf{t}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}) \tag{46}
\]

which together with the expression of \( P(\mathbf{x} | \mathbf{z}) \) given in (7), yields the following factored form of \( J(\mathbf{z}) \):

\[
J(\mathbf{z}) \propto P(\mathbf{x} | \mathbf{z}) P(\mathbf{z})
\]

\[
\prod_{j=2}^{J} P(\mathbf{x}_j | \mathbf{r}_j) P(\mathbf{r}_j | \mathbf{q}_j, \mathbf{r}_{j-1}) P(\mathbf{t}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}) \tag{47}
\]

In order to compute the exact MAP solution, the a posteriori likelihood criterion \( J(\mathbf{z}) \) must be maximized over the whole state-space of \( \mathbf{X} \). One can take advantage of the factored form given in (47) and maximize \( J(\mathbf{z}) \) in a recursive manner using a Viterbi algorithm [18]. From a theoretical standpoint, application of such a procedure does not present any difficulty, as \((T, Q)\) is a hidden Markov chain with a finite number of states. However, the state-space of vector Markov chain \((T, Q)\) has such a large dimension that the computational cost of the corresponding Viterbi algorithm is beyond the capabilities of computers available now or in the foreseeable future. To our knowledge, no other exact optimization procedure can reasonably be implemented, and maximization of \( J(\mathbf{z}) \) must be carried out in some suboptimal manner. In the sequel, we propose a suboptimal column-recursive restoration algorithm which takes advantage of the factorization of \( J(\mathbf{z}) \) given in (47).

2) Suboptimal Maximization of the MAP Criterion: We start by defining partial likelihood criteria \( J_j \) as

\[
\begin{align*}
J_j(\mathbf{q}_j, \mathbf{r}_j, \mathbf{z}_j) & \triangleq P(\mathbf{q}_j, \mathbf{r}_j, \mathbf{z}_j) \\
& \forall j \in [2, J], \quad J_j(\mathbf{t}_{j-1}, \mathbf{q}_j, \mathbf{r}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}) \\
& \triangleq \prod_{j=2}^{J} P(\mathbf{t}_{j-1}, \mathbf{q}_j, \mathbf{r}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}).
\end{align*}
\tag{48}
\]

Bayes' rule allows us to rewrite (47) as a function of the partial criteria:

\[
J(\mathbf{z}) \propto J_1(\mathbf{q}_1, \mathbf{r}_1) \prod_{j=2}^{J} J_j(\mathbf{t}_{j-1}, \mathbf{q}_j, \mathbf{r}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}). \tag{49}
\]

Obviously, maximization of the partial likelihood criteria independently from one another is impossible, as each argument \( \mathbf{q}_j \) and \( \mathbf{r}_j \), \( 2 \leq j \leq J \), enters the expression of more than one partial criterion. This simply reflects the 2-D nature of the M-B-G prior model. However, recursive formula (49) suggests the following maximization procedure:

1) Initial step: \( (\hat{\mathbf{q}}_1, \hat{\mathbf{r}}_1) = \text{arg} \max \ J_1(\mathbf{q}_1, \mathbf{r}_1) \tag{50a} \)

2) \( j \in [2, J] \):

\[
(\hat{\mathbf{t}}_{j-1}, \hat{\mathbf{q}}_j, \hat{\mathbf{r}}_j)
\]

\[
= \text{arg} \max \ J_j(\mathbf{t}_{j-1}, \mathbf{q}_j, \mathbf{r}_j, \mathbf{q}_{j-1}, \mathbf{r}_{j-1}) \tag{50b}
\]

In the above algorithm, the data are processed in a column-recursive manner: reflectivity column \( \mathbf{r}_j \) and corresponding hidden binary vectors \( \mathbf{t}_{j-1} \) and \( \mathbf{q}_j \) are determined from the current observed trace \( x_j \) and from the estimates of the previous reflectivity columns. As indicated by (50), each recursion involves maximization of a single partial criterion. The procedure is clearly suboptimal since i) partial criterion \( J_j \) is maximized only with respect to \( \mathbf{t}_{j-1}, \mathbf{q}_j \) and \( \mathbf{r}_j \); all previously estimated quantities are frozen and \( \mathbf{q}_{j-1} \) and \( \mathbf{r}_{j-1} \), which also enter the expression of \( J_j \), are set to the values \( \hat{\mathbf{q}}_{j-1} \) and \( \hat{\mathbf{r}}_{j-1} \) obtained at the previous recursion; ii) determination of the \( j \)th reflectivity column is based on observations only up to \( x_j \), and not on the whole set of observed data. For instance, \( \hat{\mathbf{r}}_j \) is evaluated without accounting for \( x_{j+1} \), which is undoubtedly very informative about \( \mathbf{r}_j \), because of strong lateral correlation in the layered medium. These drawbacks are common to all such decision-directed procedures, which nonetheless have been shown to perform well in a 1-D framework as long as the operating conditions are not too extreme [19]–[21]. The degree of suboptimality of procedure (50) will be further commented upon in Section V on the basis of deconvolution results. On the other hand, the proposed procedure is much simpler than global maximization of \( J(\mathbf{z}) \), since a set of 1-D maximization problems has been substituted for the original 2-D optimization problem.

B. Maximization of Partial Likelihood Criteria

1) Detection-Estimation Strategies: The methodological problems associated to the maximization of partial criteria \( J_j \) are essentially similar to those encountered in 1-D B-G deconvolution. Procedure (50) involves a detection step (determination of binary variables \( \mathbf{t}_{j-1} \) and \( \mathbf{q}_j \)) and an estimation step (determination of amplitudes \( \mathbf{r}_j \)). Due to conditionally Gaussian distribution of the amplitudes, the estimation step is rather easy to solve and the solution is available in closed form. The detection step has a crucial importance, because it presents great algorithmic difficulties, but also because the quality of the detection has a major
impact on the overall performances of the restoration method. In this respect, it should be underlined that partial criteria $J_j$ correspond to joint probability distributions of binary and amplitude variables, and that maximization of such criteria has been reported to lack robustness and to often produce a large number of false alarms in 1-D B-G problems [3], [20].

The problem can be alleviated by performing detection and estimation sequentially: detection is carried out first through maximization of a modified marginal likelihood function, and estimation is performed in second step using the result of the detection operation. The sequential approach can be derived as follows: using Bayes’ rule, the expression of partial criteria is rewritten as

$$J_j(q_j, r_j) = P(q_j, z_j)P(r_j | q_j, z_j)$$

$$\forall j \in [2, J], J_j(t_{j-1}, q_j, r_j, \hat{q}_{j-1}, \hat{r}_{j-1})$$

$$= P(t_{j-1}, q_j, z_j | \hat{q}_{j-1}, \hat{r}_{j-1})$$

$$= P(r_j | x_j, t_{j-1}, q_j, \hat{q}_{j-1}, \hat{r}_{j-1})$$

(51)

$J_j$ appears as the product of two probability distributions. The first one can be expressed as

$$M_j(q_j) \propto \int J_j(q_j, r_j) dr_j = P(q_j, z_j)$$

$$\forall j \in [2, J], M_j(t_{j-1}, q_j, r_{j-1}, \hat{q}_{j-1})$$

$$\propto \int J_j(t_{j-1}, q_j, r_j, \hat{q}_{j-1}, \hat{r}_{j-1}) dr_j$$

$$= P(t_{j-1}, q_j, z_j | \hat{q}_{j-1}, \hat{r}_{j-1})$$

(52)

and is proportional to the joint posterior distribution of hidden binary vectors $t_{j-1}$ and $q_j$. It can be considered as a partial marginal conditional likelihood in which the amplitudes are treated as nuisance parameters and are integrated out of the detection problem. It constitutes the partial detection criteria which are maximized in the first step of the sequential approach. In (51), the second term of the product represents the posterior density of the amplitude variables conditionally to the knowledge of the binary variables. It is Gaussian under the assumptions stated in Section III and the solution can be written in closed form. Its computation constitutes the second step of the sequential approach, which can be summarized as follows:

1) First column:

- Detection: $\hat{q}_1 = \text{argmax}_{q_1} M_1(q_1)$
- Estimation: $\hat{r}_1 = \text{argmax}_{r_1} J_1(\hat{q}_1, r_1)$

2) $j \in [2, J]$

- Detection: $(t_{j-1}, \hat{q}_j)$
  $$= \text{argmax}_{t_{j-1}, q_j} M_j(t_{j-1}, q_j, \hat{q}_{j-1})$$
- Estimation: $\hat{r}_j = \text{argmax}_{r_j} J_j(t_{j-1}, \hat{q}_j, r_j, \hat{q}_{j-1}, \hat{r}_{j-1})$

(53a)

As simulation results (not reported here) have confirmed the superiority of the sequential approach over the simultaneous scheme, only the former is described in the sequel. Transposition of the following derivations to simultaneous detection-estimation is fairly straightforward and can be performed in a way similar to the one described in [17].

2) Explicit Forms for Detection-Estimation: We now give the detailed expressions of criteria $M_j$ used for detection of binary vectors $t_{j-1}$ and $q_j$, and of the estimated reflectivity values $\hat{r}_j$. These expressions are valid for both M-B-G I and M-B-G II prior models, as the two representations only differ by the structure of the mean vector and covariance matrix which characterize the Gaussian part of the model. Moreover the derivations are also valid for 1-D B-G deconvolution since, according to (29), the B-G model is a special case of the M-B-G I model.

When vectors $t_{j-1}, q_j$ (respectively, $\hat{q}_j$) and $\hat{r}_j$, are known, it is clear by inspection of (51) that maximizing $J_j$ with respect to the reflectivity values is equivalent to maximizing a posteriori density $P(r_j | x_j, t_{j-1}, q_j, \hat{q}_{j-1}, \hat{r}_{j-1})$ (respectively, $P(r_j | x_j, q_j)$). Since the prior distribution of $r_j$ is Gaussian, and since the relationship between $r_j$ and $z_j$ is linear with additive Gaussian noise (see (3)), $P(x_j | t_{j-1}, q_j, \hat{q}_{j-1}, \hat{r}_{j-1})$ (resp. $P(x_j | q_j)$) is also Gaussian and the estimate of $r_j$ is given by the classical MAP formulations in a linear and Gaussian setting:

$$\hat{r}_j = m_j + M_j H_j (H M_j H_j^T + \sigma^2_n I_I)^{-1} (x_j - H m_j)$$

(54)

where $I_N$ denotes the identity matrix of size $(N, N)$, $m_j$ and $M_j$, respectively, denote the prior mean value and covariance matrix of $r_j$, which are given by (28) in the M-B-G I case and by (42)-(44) in the M-B-G II case. The mean value $b_j$ and covariance matrix $B_j$ which characterize $P(x_j | t_{j-1}, q_j, \hat{q}_{j-1}, \hat{r}_{j-1})$ (respectively, $P(x_j | q_j)$) are expressed as

$$b_j = H m_j$$

$$B_j = H M_j H_j^T + \sigma^2_n I_I$$

(55a)

(55b)

and (54) can be written in the following simpler form:

$$\hat{r}_j = m_j + M_j H_j B_j^{-1} (x_j - b_j).$$

(56)

In order to derive the expression of marginal detection criteria $M_j$, the formulas given in (52) are transformed using Bayes’ rule. One has

$$M_j(q_j) \propto P(x_j | q_j) P(q_j)$$

$$\forall j \in [2, J],$$

$$M_j(t_{j-1}, q_j, r_{j-1}, \hat{q}_{j-1}) \propto P(x_j | t_{j-1}, r_{j-1}, \hat{q}_{j-1})$$

$$P(q_j | t_{j-1}) P(t_{j-1} | \hat{q}_{j-1})$$

(57)

As noted above, the conditional distributions of $x_j$ which appear in (57) are Gaussian with mean $b_j$ and covariance matrix $B_j$. They can therefore be written in the following logarithmic form, to within an additional constant indicated by the sign “#”:

$$\ln(P(x_j | q_j)) \# - e_j / 2 - \frac{1}{2} \ln(|B_j|)$$

$$\forall j \in [2, J], \ln(P(x_j | t_{j-1}, r_{j-1}, \hat{q}_{j-1}))$$

$$\# - e_j / 2 - \frac{1}{2} \ln(|B_j|)$$

(58)

where

$$e_j \propto (z_j - b_j) B_j^{-1} (z_j - b_j).$$

(59)

We now need to find the explicit forms of the conditional probabilities of the geometric part of the model. This can be
done by using the factored form of the MBRF distribution (15) and the definition of basic measure \( \tau \) given in (16), (17), (19), (20). The result can be expressed as a function of five scalar quantities defined as follows:

\[ I_j^1: \text{number of nonzero samples of Bernoulli sequence } q_j \]
\[ I_j^2: \text{number of nonzero samples of } q_j \text{ with no predecessor} \]
\[ I_j^3: \text{number of nonzero samples of Bernoulli sequence } t_j \]
\[ I_j^4: \text{number of nonzero samples of Bernoulli sequence } t_j^* \]
\[ I_j^5: \text{number of nonzero samples of Bernoulli sequence } t_j \]

It should be noted that there is an implicit dependence between \( I_j^5 \) and \( t_{j-1} \), and that the five quantities defined above do not form a redundant set, as they are related through inequalities only. The conditional distributions of the binary quantities take the following logarithmic form:

\[
\ln(P(q_j))#I_j^1 \ln \left( \frac{\lambda}{1-\lambda} \right) \quad (60a)
\]
\[
\forall j \in [2,J], \ln(P(q_{j}\mid t_{j-1}))#I_j^2 \ln(e) - I_j \ln(1-e) \quad (60b)
\]
\[
\forall j \in [2,J], \ln(P(t_{j-1}\mid q_{j-1}))#I_j^3 \ln \left( \frac{\mu_j}{1-\mu_j} \right) + I_j^5 \ln \left( \frac{\lambda}{1-\lambda} \right) - (I_j - I_j^5) \ln(e) \quad (60c)
\]

Note that derivation of (60c) makes use of the number of nonzero samples of \( q_{j-1} \) which do not have any successor. Such a quantity need not be defined explicitly, since it is equal to \( I_{j-1} + I_j^5 - I_j \). From (57)-(59), one finally obtains the logarithmic form \( L_j \) of marginal detection criteria \( M_j \) as an explicit function of \( t_{j-1} \) and \( q_j \):

\[
L_1(q_1) = -\frac{e_1}{2} \ln(|B_1|) - I_1 \ln \left( \frac{1-\lambda}{\lambda} \right) \quad (61a)
\]
\[
\forall j \in [2,J], L_j(t_{j-1}, q_j) = -\frac{e_j}{2} \ln(|B_j|) - I_j \ln \left( \frac{1-\mu_j}{\mu_j} \right) - I_j^5 \ln \left( \frac{\lambda}{1-\lambda} \right) \quad (61b)
\]

In the case of a M-B-G I model, \( L_j(q_j) \) is identical to the detection criterion used for B-G deconvolution. This is not surprising, as no lateral interactions are accounted for in the determination of the first reflectivity column. It can also be checked that when the parameters of the MBRF are chosen so that lateral correlation vanishes (see (29)), all criteria \( L_j \) become identical and equal to the B-G detection criterion. This indicates that the column-recursive approach introduced in Section IV-A2 is a 2-D extension of B-G deconvolution.

In order to determine the \( j \)th reflectivity column according to (53b), one must first maximize detection criterion \( L_j \) with respect to \( t_{j-1} \) and \( q_j \) and second evaluate \( r_j \) using (56). Since the number of possible configurations of \( t_{j-1} \) and \( q_j \) is finite, \( L_j \) always admits a maximum. Unfortunately, this maximum cannot be expressed in closed form, and optimal detection requires that \( L_j \) be evaluated for all possible configurations of the binary variables. Practical implementation of such a scheme presents two major difficulties. First, the total number of possible configurations of \( t_{j-1} \) and \( q_j \) varies from \( 2^J \) to \( 8^J \), where \( I \) denotes the number of samples per trace. In most applications, \( I \) ranges between a few hundred and a few thousand, and this corresponds to a totally unrealistic number of trials. Clearly, only a subset of the state-space of \( (t_{j-1}, q_j) \) can be explored. Second, evaluation of \( L_j \) for a single configuration of \( t_{j-1} \) and \( q_j \) is computationally burdensome, as \( (I,J) \)-dimensional matrix \( B_j \) must be inverted.

In order to circumvent these difficulties, we propose a deterministic suboptimal maximization procedure which can be seen as an extension of the SMLR-type methods used in B-G deconvolution [3]. The core of the method consists of numerically efficient formulas which relate the criterion values and amplitude estimates of two neighboring configurations \( (t_{j-1}, q_j) \) and \( (t_{j-1}', q_j') \). At this point, neighboring sequences need not be defined precisely, as the formulas are valid as long as \( (t_{j-1}, q_j) \) and \( (t_{j-1}', q_j') \) are different from one another. Then, the state-space of \( (t_{j-1}, q_j) \) is explored by scanning all neighboring sequences of the current configuration, selecting the one which maximizes the criterion and iterating the process until a, possibly local, maximum is reached. Neighboringhoods are defined in Section IV-B4 so as to achieve an acceptable balance between the numerical efficiency of the procedure and the size of the explored subset.

3) Core Algorithm: The main computational burden for the evaluation of the detection criterion and of the amplitude estimates lies in the inversion of the \((I,J)\)-dimensional matrix \( B_j \). The general idea for deriving the algorithm is to express the relations between criterion values and amplitude estimates of two neighboring sequences using auxiliary quantities with much smaller dimensions. Let \( j \in [2,J] \) denote the index of the current column, and consider two different realizations \( (t_{j-1}, q_j) \) and \( (t_{j-1}', q_j') \) of \( (T_{j-1}, Q_j) \). All quantities referred to \( (t_{j-1}', q_j') \) are denoted by a superscript sign “\( ' \)”, e.g., \( \bar{m}_{j}, \bar{M}_{j}, \bar{M}_{j} \), etc. The difference between the prior mean values and covariance matrices of \( (t_{j-1}, q_j) \) and \( (t_{j-1}', q_j') \) are expressed as

\[
\bar{m}_{j} - m_{j} = u_{j} \quad (62a)
\]
\[
\bar{M}_{j} - M_{j} = U_{j} S_{j} U_{j}' \quad (62b)
\]

where the difference of the two symmetric definite nonnegative matrices \( M_j \) and \( \bar{M}_j \) is factored using generalized square-root factorization: \( U_j \) and \( S_j \) are a \((I,K)\)-dimensional matrix and a \((K,K)\)-dimensional signature matrix, respectively, and \( K \) is the rank of \( \bar{M}_j - M_j \). In the sequel, it is assumed that \( K \) is small with respect to \( I \), and that \( u_j \) is sparse with \( O(K) \) nonzero entries. This assumption seems reasonable, as \( K \) may be interpreted as a measure of the distance between the two neighboring—hence fairly similar—sequences \( (t_{j-1}, q_j) \) and \( (t_{j-1}', q_j') \). This also shows that the choice of neighboring sequences sets a tradeoff between the completeness of the search and the complexity of the algorithm. From a practical standpoint, determination of \( S_j \) is trivial in the case of the M-B-G I model (as both \( M_j \) and \( \bar{M}_j \) are diagonal), but
may require spectral factorization of real symmetric matrix \( \mathbf{M}_j - \mathbf{M}_i \) in the case of the M-B-G II model. This can be performed using standard mathematical libraries.

A first step toward simplification consists of relating the inverses of \( \mathbf{M}_j \) and \( \mathbf{M}_j \). Equations (55b) and (62b) immediately yield

\[
\mathbf{B}_j = \mathbf{B}_i + \mathbf{H}_j \mathbf{S}_j \mathbf{U}_j \mathbf{U}_j' \mathbf{H}_j'
\]

(63)

and by application of the matrix inversion lemma, we obtain

\[
\mathbf{B}_j^{-1} = \mathbf{B}_i^{-1} - \mathbf{B}_i^{-1} \mathbf{H}_j \mathbf{V}_j^{-1} \mathbf{U}_j' \mathbf{B}_i^{-1}
\]

(64)

with

\[
\mathbf{V}_j = \mathbf{S}_j + \mathbf{U}_j' \mathbf{H}_j \mathbf{B}_i^{-1} \mathbf{H}_j \mathbf{S}_j.
\]

(65)

Compared to direct inversion of (55b), inversion of the \( (K, K) \) matrix \( \mathbf{V}_j \) has been substituted for that of \( \mathbf{B}_j \). Computation of \( \ln(|\mathbf{B}_j|) \) can also be carried out iteratively as

\[
\ln(|\mathbf{B}_j|) = \ln(|\mathbf{B}_i|) + \ln(\det(\mathbf{V}_j)).
\]

(66)

Equation (66) is a straightforward consequence of the following theorem stated and proven in [22]:

**Theorem.** Let \( \mathbf{A} \) and \( \mathbf{B} \) denote two matrices with respective dimensions \((m, n)\) and \((n, n)\). Then we have

\[
\forall \mathbf{A} \in \mathbb{R}, |\mathbf{A}^n - \mathbf{BA}| = \lambda^{n-n} |\mathbf{A}^n - \mathbf{AB}|
\]

The set of equations (64)–(66) provides a consistent iterative scheme, since \( L_j \) and \( \mathbf{r}_j \) can be computed from matrix and inner products involving \( \mathbf{B}_j^{-1} \) only, from \( \ln(|\mathbf{B}_j|) \) and from quantities that can be easily deduced from \((L_{j-1}, \mathbf{q}_j)\), such as \( b_j, I_j, I_j, \cdots \). In particular, matrix \( \mathbf{B}_j \) need not be stored or updated. However, these formulas are still quite burdensome because each updating of \( L_j \) requires several \((I, I)\) matrix products.

Fortunately, the computational load can be greatly reduced if the iterations are performed on auxiliary quantities \( e_j, \mathbf{w}_j \) and \( \mathbf{A}_j \), jointly defined as

\[
\begin{bmatrix}
\mathbf{A}_j |
\mathbf{u}_j \\
\mathbf{w}_j/|e_j|
\end{bmatrix} =
\begin{bmatrix}
\mathbf{H}_j' \\
\mathbf{z}_j - b_j'
\end{bmatrix} \mathbf{B}_i^{-1} [\mathbf{H} | \mathbf{z}_j - b_j].
\]

(67)

From (64), it is possible to obtain updating equations for \( e_j, \mathbf{w}_j \) and \( \mathbf{A}_j \):

\[
\mathbf{e}_j = e_j - 2u_j' \mathbf{u}_j - w_j' \mathbf{w}_j + 2u_j' \mathbf{w}_j \mathbf{A}_j \mathbf{u}_j \\
+ u_j' \mathbf{A}_j \mathbf{u}_j - u_j' \mathbf{A}_j \mathbf{w}_j \mathbf{A}_j \mathbf{u}_j
\]

(68)

\[
\mathbf{w}_j = \mathbf{w}_j - A_j \mathbf{u}_j - A_j \mathbf{w}_j + A_j \mathbf{w}_j \mathbf{A}_j \mathbf{u}_j
\]

(69)

\[
\mathbf{A}_j = A_j - A_j \mathbf{w}_j \mathbf{A}_j
\]

(70)

In conjunction with (66), (68)–(72) constitute a new iterative scheme of very high practical interest. First, \( \mathbf{B}_i^{-1} \) does not appear any more in the updating procedure; this does not represent any saving in storage requirement (since \( \mathbf{A}_j \) is used instead of \( \mathbf{B}_i^{-1} \)) but the computational load is greatly reduced, as all products with matrix \( \mathbf{H} \) have disappeared. Second, evaluation of \( L_j(t_{j-1}, \mathbf{q}_j) \) according to (61b) do not require the computation of \( \mathbf{u}_j \) or \( \mathbf{A}_j \), but only of \( \mathbf{r}_j \) and \( \ln(\mathbf{B}_j) \). This only requires inversion of \((K, K)\)-dimensional matrix \( \mathbf{V}_j \), computation of its determinant, and products of matrices with dimensions \((I, I)\) at most.

Starting from a current combination \((t_{j-1}, \mathbf{q}_j)\), it is possible to compare the likelihood values of several sequences \((L_{j-1}, \mathbf{q}_j)\) by repeated applications of (71)–(72), (66), (68) and (61b). Once a new combination \((L_{j-1}, \mathbf{q}_j)\) has been selected as the one which maximizes \( L_j \) among the trials, then \( \mathbf{w}_j \) and \( \mathbf{A}_j \) are to be updated using (69) and (70) before a new iteration is performed. Finally, estimation of the reflectivity values is directly obtained at very low cost as a by-product of the detection step since (56) can be rewritten as

\[
\mathbf{r}_j = \mathbf{m}_j + \mathbf{M}_j \mathbf{w}_j.
\]

(73)

In the above derivations, the special case of column \((\mathbf{Q}_1, \mathbf{R}_1)\) has been set aside for sake of clarity. In fact, the algorithm remains valid for \( j = 1 \), except that \( \mathbf{q}_1 \) must be substituted for \((L_{j-1}, \mathbf{q}_j)\).

4) Suboptimal Iterative Maximization Procedure: As previously mentioned, the detection step is necessarily suboptimal because exhaustive exploration of the possible binary sequences is intractable. The aim of the present subsection is to propose a suboptimal iterative exploration scheme which fully takes advantage of the available updating equations. In essence, it consists in starting from an initial solution and jumping from the current solution \((t_{j-1}, \mathbf{q}_j)\) to a better one among a restricted set of neighboring combinations \((L_{j-1}, \mathbf{q}_j)\). The process is iterated until no neighbor is more likely than the current solution, which is then chosen as the final one.

Since the criterion value is guaranteed to increase at each iteration, and since the number of possible binary combinations is finite, the procedure necessarily converges in a finite—unknown—number of iterations. Of course, no guarantee of convergence towards the global optimum is available. From a practical point of view, the degree of suboptimality and the average number of iterations greatly depend on the choice of the initial point and of the neighborhood system between binary sequences. As empirically confirmed in Section V, the following neighborhood system gives very acceptable results: **Definition Two admissible realizations \((t_{j-1}, \mathbf{q}_j)\) and \((t_{j-1}, \mathbf{q}_j)\) (\( j > 1 \)) are neighbors if one of the two following conditions holds:**

1. \( t_{j-1} \) and \( t_{j-1} \) differ from no more than one triplet of transition variables \((t'_{j-1}, t'_{j-1}, t'_{j-1})\).
2. \( t_{j-1} \) is equal to \( t_{j-1} \) and \( \mathbf{q}_j \) differ from \( \mathbf{q}_j \) at one location only.

Naturally, \( \mathbf{q}_1 \) and \( \mathbf{q}_1 \) are neighbors if they differ at one location only. An admissible realization \((t_{j-1}, \mathbf{q}_j)\) is such that \( P(t_{j-1}, \mathbf{q}_j) \) is strictly positive, and that no crossing \((t'_{j-1}, t'_{j-1}) = 1 \) and \( t'_{j-1} = 1 \) is present, because they are physically meaningless.
The above definition is quite intuitive: given a current combination \((t_{j-1}, q_j)\), its neighbors are obtained by considering successively i) every possible arrangement of each identified boundary of column \(j - 1\), including cancellation; ii) every possible creation of a new boundary in column \(j\). It is easy to see that each realization \(q_1\) holds exactly \(I\) neighbors, while each realization \((t_{j-1}, q_j)\) holds a number of neighbors between \(I\) and \(8I\).

In the M-B-G I case, jumping from neighbor to neighbor gives values of \(K\) which are most often equal to one and sometimes to two or three, and substitution of M-B-G II for M-B-G I adds one unit to \(K\), which then varies between two and four. Such low values gives full efficiency to the M-B-G algorithm and entire compatibility with practical implementation.

Finally, the initial combination is chosen as the \emph{a priori} most probable one. In practical situations, \(\mu^-\) is greater than \(\mu^+\) and \(\mu^\epsilon\) is small compared to the other parameters, and the resulting value of \(\lambda\) is lower than \(\frac{1}{2}\). Hence the most probable first column \(q_0\) is a uniformly zero Bernoulli sequence and the most probable combination \((t_{j-1}, q_j)\) holds only horizontal transitions from the previous column \(q_{j-1}\):

\[
q_{j-1} = 1 \Rightarrow q_{j0} = 1 \Rightarrow q_j = 1.
\]

Initialization of the algorithm with a uniformly zero Bernoulli sequence can be performed easily since we have in this case

\[
m_j = 0, M_j = 0 \Rightarrow b_j = 0, B_j = \sigma^2_{ij} I_j
\]

\[
\Rightarrow \begin{bmatrix} A_j & w_j \\ w_j' & c_{ij} \end{bmatrix} = \begin{bmatrix} H' \\ z_j \end{bmatrix} \begin{bmatrix} H & 0 \\ 0 & c_{ij} \end{bmatrix}^{-1} \begin{bmatrix} H \mid z_j \end{bmatrix}.
\]

To start from another combination \((t_{j-1}, q_j)\), the algorithm is first initialized with a zero Bernoulli sequence. Then, the boundaries are introduced one after the other through several iterations of (66) and (68)-(72).

When (29) is applied to the M-B-G I model, the above definition of neighboring sequences and the choice of initial solution are such that the exploration scheme exactly reduces to the classical B-G iterative procedure [4], [17]. Finally, not only the prior M-B-G model, but also the choice of MAP criterion and the way it is maximized provide a true 2-D extension of the I-D B-G approach.

In order to sum up the whole procedure designed in Section IV, Table I depicts the sequential detection-estimation algorithm for multichannel M-B-G deconvolution.

### V. RESULTS

In this section, the performances of the proposed methods are illustrated by results obtained on simulated and real data. As we have restricted the scope of the study to simple deconvolution, the question of the choice of the hyperparameters (i.e., the various tuning parameters of the methods) is left unanswered, and some empirical rules must be devised so as to specify their values.

In Section V-A, these rules are outlined and used on simulated data. It should be emphasized that the hyperparameters were not optimized for each specific example. Therefore, the results are quite typical of the average capabilities of the deconvolution methods. Finally, Section V-B provides an example of real seismic data processing.

CPU times on a 22 MIPS workstation: The CPU time of M-B-G II deconvolution is about twice that of M-B-G I and three times that of Gaussian or B-G deconvolution. ICM is easy to implement but convergence is slow compared to equivalent gradient descent techniques. Note that the elapsed times for Figs. 10(c) and (e) are given for one forward scan only. Since five forward and backward scans have been performed, actual elapsed times are ten times larger.

<table>
<thead>
<tr>
<th>figure #</th>
<th>8a</th>
<th>8b</th>
<th>8c</th>
<th>8d</th>
<th>10c</th>
<th>10d</th>
<th>10e</th>
</tr>
</thead>
<tbody>
<tr>
<td>method</td>
<td>G</td>
<td>ICM</td>
<td>B-G</td>
<td>M-B-G(I)</td>
<td>M-B-G(ID)</td>
<td>B-G</td>
<td>M-B-G</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>10.0</td>
<td>292.8</td>
<td>10.2</td>
<td>11.5</td>
<td>29.4</td>
<td>85.5</td>
<td>132.8</td>
</tr>
</tbody>
</table>
A. Synthetic Data

1) First Example: Fig. 7(a) shows a synthetic reflectivity section, sampled on 65 columns of 51 points, with a sampling period of 2 ms. Conventionally, reflectivity pulses are represented as triangles of variable height, and positive areas of signals are shaded in black so as to enhance the figure. The seismic wavelet depicted in Fig. 7(b) is nonminimum phase and has a very poor spectral content, which makes deconvolution a very difficult problem. The noise-corrupted convolution product between the reflectivity section and the wavelet, which corresponds to the observed data. The signal-to-noise ratio (SNR), defined as the ratio of the mean power of the noiseless observations to the additional white Gaussian noise variance, was set to 10 dB.

Deconvolution results are presented in Fig. 8. In order to compare our approach to standard methods, two techniques based upon Gaussian prior models of the reflectivity were implemented. The first one used a simple white Gaussian (G) model, which allowed us to estimate the reflectivity trace by trace using the following 1-D equations:

\[
\hat{r}_j = \arg\max_{r_j} |z_j - Hr_j|_2^2 + \beta |r_j|_2^2 = (H^*H + \beta I)^{-1}H^*z_j, \tag{75}
\]

The above estimator was implemented using the fast Kalman filter proposed in [23] (see also [2], [4]). The value of regularization parameter \( \beta \) was chosen so as to minimize the least-squares error \( \| \hat{r} - r \|_2^2 \) between actual and estimated solutions. The result is shown in Fig. 8(a). In spite of the optimal choice of \( \beta \), the solution is still over-smoothed even though no horizontal or vertical correlation are present in the model. In fact, this approach seems unable to provide any acceptable tradeoff between noise cancellation and high resolution because of the very poor spectral content of the wavelet.

The second Gaussian model was truly two-dimensional and introduced lateral correlations. More specifically, Gaussian interactions were introduced in the log-impedance section, which allowed us to determine the corresponding estimate of the reflectivity through minimization of

\[
\sum_{j=1}^{J} |z_j - Hr_j|_2^2 + \beta \sum_{i,j} (y_{ij} - y_{i-1,j+1})^2 + \beta \sum_{i,j} (y_{ij} - y_{i,j+1})^2 + \beta \sum_{i,j} (y_{ij} - y_{i+1,j})^2 \tag{76}
\]

where \( r_j \) fulfills (31). Minimization was carried out using an ICM algorithm [24], and here again, we relied on the least squares estimation error \( \| \hat{r} - r \|_2^2 \) to select the best values of parameters \( \beta \). The result is depicted in Fig. 8(b). Compared to 1-D Gaussian deconvolution, the least squares estimation error \( \| \hat{r} - r \|_2^2 \) is about 10% lower. Visually, the improvement is hardly noticeable, and the tradeoff between noise cancellation and high resolution remains far from acceptable. We now restrict our attention to B-G and M-B-G deconvolution.

Fig. 8(c) shows the result obtained with B-G deconvolution in the case of a marginal likelihood estimator [17]. The parameter values were chosen empirically as follows:

\[
\begin{align*}
\text{SNR} &= 10 \text{ dB} \\
\lambda &= 0.12 
\end{align*}
\tag{77}
\]

The parameter values (77) correspond to the known "true" ones. According to empirical results reported in [25], such
a choice is nearly optimal with respect to B-G capabilities. Visual comparison between Fig. 8(c) and Fig. 7(a) shows that the original reflectivity section is very roughly restored. Many details are lost: thin layers or weak reflectors are hardly detected; some columns are strongly distorted by artifacts such as false alarms or doubled detection. More generally horizontal continuity is not preserved, which makes the stratified structure of the medium quite difficult to perceive from Fig. 8(c).

Fig. 8(d) depicts the M-B-G I estimate, obtained for the following values of parameters:

\[
\begin{align*}
\text{SNR} &= 7 \text{ dB} \\
\mu^- &= 0.084, \mu^+ = \mu^\lambda = 0.020, \varepsilon = 0 \Rightarrow \lambda = 0.12 \\
\alpha &= 0.999
\end{align*}
\]

Contrarily to B-G deconvolution, M-B-G I deconvolution requires an under-evaluation of the SNR (say, 2 to 5 dB less than the “true” value), in order to avoid a large number of errors during the detection step. Underevaluation of the SNR corresponds to overregularization of the solution, which means that the prior model is given more confidence. Because the sequential structure of the multichannel algorithm does not correspond to optimal processing of the data (see Section III-D), overregularization partly makes up for this limitation. To a lesser extent, the same is true of M-B-G II deconvolution. Here we have not represented M-B-G II results, since they can hardly be distinguished from M-B-G I (Fig. 8(d)), for the same parameter values (78).

Compared to Fig. 8(c), the accuracy of the estimates is greatly improved by M-B-G deconvolution. Differences between Fig. 8(d) and the original reflectivity section (Fig. 7(a)) are actually negligible. Even small details, such as the double junctions in columns 24 and 55, are restored properly. This excellent result illustrates the improvement that can be obtained from accounting stratification in the field of seismic deconvolution.

In these tests, it was assumed that the first reflectivity column is known, so that M-B-G deconvolution can be correctly initialized. In practice, this favorable situation occurs
when well log information can be used for initialization. If no borehole data are available, restoration of the first column can be obtained from B-G deconvolution, as described in Section IV. Since in this case the result is not reliable, it is advisable to process the data several times to and fro, and to initialize each new scan with the last estimated column given by the previous scan. Such a procedure is used for real data processing in Section V-B.

2) Second Example: The previous example was well suited to accounting for horizontal boundary continuity, since no fault nor other types of discontinuity were present in the synthetic seismic section; this allowed us to set the discontinuity parameter \( \varepsilon \) to zero. Fig. 9(a) is similar to Fig. 7(a) except for an inclusion in the upper left corner of the reflectivity section.

Figs. 9(b) and (c) show the results obtained with M-B-G deconvolution, respectively, M-B-G I and II. In both cases, the parameter values were chosen as follows:

\[
\begin{align*}
\text{SNR} &= 7 \text{ dB} \\
\mu^- &= 0.084, \quad \mu^+ = \mu^\lambda = \varepsilon = 0.020 \Rightarrow \lambda = 0.138 \\
a &= 0.999
\end{align*}
\]

The only difference between (78) and (79) is the nonzero value of \( \varepsilon \) which authorizes the presence of discontinuities.

Both versions provide a satisfactory estimate; in particular, the inclusion is well detected. However, the quality of the results is significantly lower than in the first example. This is not surprising since rigorous horizontal continuity can no longer be assumed; this tends to increase the ill-posed character of the problem because a lot of discontinuous possibilities now compete for the estimated solution.

Further analysis of Figs. 9(b) and (c) shows that M-B-G I and II do not behave the same way with respect to detection. Because it is based on a more pertinent prior model, M-B-G II is more robust toward detection errors (boundaries are more accurately tracked in Fig. 9(c) than in Fig. 9(b), to the detriment of weak reflectors (for instance the boundary located at 1200 ms). M-B-G I is more sensitive, but additional tests have shown that it often lacks robustness: a single error can jeopardize the whole estimation by being replicated and amplified from one column to the next. Such a cumulative effect of detection errors is the main drawback of sequential decision-directed procedures. In this respect, substitution of M-B-G II for M-B-G I provides a substantial improvement. Further improvement could be expected from introducing a detection delay from column to column, as Goussard and Demoment did for recursive B-G deconvolution [20].

B. Actual Seismic Data

The last example comes from an actual seismic experiment. Fig. 10(a) shows a stacked seismic section of 41 traces. The time sampling interval is equal to 2 ms.

Application of multichannel deconvolution requires that the seismic wavelet is known. In order to estimate the unknown wavelet, a preliminary step of blind single-channel deconvolution was carried out. It is based on a generalized maximum-likelihood approach with B-G prior modeling and MA description of the wavelet, as described in [25] (an equivalent approach available for ARMA parameterization can be found in [5]). The identified nonminimum phase wavelet is shown in Fig. 10(b).
Fig. 10. Actual seismic example: (a) shows a stacked seismic section. (b) Identified nonminimum phase wavelet (i.e., vertical blur function) using a generalized maximum-likelihood approach [25]. (c), (d), and (e), respectively, show B-G, M-B-G I, and II estimates.

Fig. 10(c) shows the result obtained with B-G deconvolution for the following parameter values:

\[
\begin{align*}
\text{SNR} &= 4 \text{ dB} \\
\lambda &= 0.2
\end{align*}
\] (80)

Except for the strongest reflectors, the difference between successive reflectivity sequences does not allow any stratigraphic interpretation. Nevertheless, a lot of reflectors reappear from trace to trace, which indicates that the investigated medium is horizontally stratified.
For M-B-G deconvolution, parameter values were empirically chosen as follows:

\[
\begin{align*}
\text{SNR} &= 4 \text{ dB} \\
\mu^r &= 0.105, \ 
\mu^i &= 0.050, \ 
\epsilon &= 0.008 \Rightarrow \lambda = 0.2 \\
\alpha &= 0.99
\end{align*}
\]

(81)

In order to avoid initialization instabilities, the data were scanned five times. Figs. 10(d) and (e), respectively, show the deconvolution results obtained then with M-B-G I and II. As expected, both results preserve horizontal continuity and parasimoniously locate boundaries. In this respect, M-B-G II performs better than M-B-G I; for instance, the latter splits the strong positive reflector at about 860 ms, whereas the former locates a single spike. Another unrealistic aspect of Fig. 10(d) is the presence of meaningless discontinuities, whereas M-B-G II better preserves horizontal continuity.

VI. CONCLUSION

In this paper, we addressed multichannel deconvolution of echosounding signals in order to estimate two-dimensional stratified structures. The proposed approach constitutes a true 2-D extension of Bernoulli-Gaussian deconvolution [7]. Since the latter was designed in a 1-D context only, prior information was reduced to the spikiness of reflectivity signals in the vertical direction [3]–[5]. In two dimensions the medium is assumed to be stratified into roughly horizontal layers, so that reflectors generally form smooth lines with a preferential orientation in the horizontal direction. Single-channel deconvolution can hardly account for such essential information and, to our knowledge, existing multichannel methods strongly rely on empirical treatments [6], [7]. Instead, we proposed a Bayesian multichannel deconvolution method based on MBFR prior modeling [1]. Two versions were presented, called M-B-G I and II. The first one provides an exact 2-D extension of B-G deconvolution, while the second accounts for impedance representation, which leads to a more consistent prior model and to better deconvolution results.

Special attention was paid to computational complexity: the algorithmic structure of M-B-G multichannel deconvolution is very similar to sequential application of B-G single-channel deconvolution, but significantly better performances were obtained on both simulated and real seismic data. This is a consequence of the 2-D nature of the prior model.

Perspectives of improvement mainly concern the introduction of a detection delay, in order to make up for the inherent lack of robustness of sequential decision. Another issue is to cope with blind and adaptive multichannel deconvolution.
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